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Abstract—At the University of Pisa, the DoPET (Dosimetry with
a Positron Emission Tomograph) project has focused on the de-
velopment and characterization of an ad hoc, scalable, dual-head
PET prototype for in-beam treatment planning verification of the
proton therapy. In this paper we report the first results obtained
with our current prototype, consisting of two opposing lutetium
yttrium orthosilicate (LYSO) detectors, each one covering an area
of 4.5x4.5 cm?. We measured the 37 -activation induced by 62
MeV proton beams at Catana facility (LNS, Catania, Italy) in sev-
eral plastic phantoms. Experiments were performed to evaluate
the possibility to extract accurate phantom geometrical informa-
tion from the reconstructed PET images.

The PET prototype proved its capability of locating small air
cavities in homogeneous PMMA phantoms with a submillimetric
accuracy and of distinguishing materials with different 16O and
12 C content by back mapping phantom geometry through the sep-
aration of the isotope contributions. This could be very useful in
the clinical practice as a tool to highlight anatomical or physiolog-
ical organ variations among different treatment sessions and to dis-
criminate different tissue types, thus providing feedbacks for the
accuracy of dose deposition.

Index Terms—Dose monitoring, positron emission tomography,
proton therapy.

1. INTRODUCTION

ECAUSE of their unique physical and radiobiological
B properties, radiotherapy with protons and light ions offers
several advantages as compared to photons and electrons.
Traveling through the patient with minimal lateral diffusion
and depositing maximum energy at the end of their range,
hadron beams allow highly conformal treatment of deep seated
tumors with great accuracy, while delivering minimal doses to
surrounding tissues [1], [2].
Conforming the prescribed dose to the target volume can be
hampered by the uncertainties arising from approximations of
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dose calculation methods in the treatment planning, such as ar-
tifacts in the CT and uncertainties in the Hounsfield unit conver-
sion [3]. Although the implementation of safety margins around
the tumor and the selection of appropriate portal beams min-
imize over- or under-shooting effects, discrepancies between
planned and actual delivered dose could arise from possible pa-
tient misalignments and anatomical or physiological variations
among different treatment sessions [4]. This is the reason why a
direct verification of radiation field position and particle range
would be very desirable for the quality assurance of the treat-
ment.

Multiple studies have shown that Positron Emission Tomog-
raphy (PET) could fulfill this task adequately, by exploiting
the information stored in the reconstructed activity distribution.
Since there is no direct correlation between the absorbed dose
and activity, delivered dose can be monitored by comparing re-
constructed PET images with an activity prediction based on the
patient-specific treatment plan as well as on the time course of
irradiation and imaging [5]-[10].

The PET method has already turned into a technique of
treatment verification for fractioned carbon ion therapy at GSI.
The comparison of PET activity distribution predicted on the
basis of the planned dose with the measured one has proved to
be essential for the routine monitoring of several patients [11].
Similar efforts are now taking place more broadly to demon-
strate the clinical utility of the in-beam PET monitoring strategy
also in proton therapy. In this respect, we have developed an ad
hoc dual-head PET prototype to enable application-optimized
imaging for the dose monitoring task. The prototype has a
modular structure, easy to scale up, geometrically optimized
and with the resolution and sensitivity performance required
for monitoring purposes at low count rates. At the same time it
has to be competitive with commercial state of art clinical PET
scanner accuracy.

The prototype performances have been already studied on
homogeneous polymethyl methacrylate (PMMA) phantoms by
measuring the 37 -activation induced by both 62 MeV proton
beams at CATANA facility [12], [13] and low energy carbon
beams. In the latter case its performances have been validated
against those of the clinically established BASTEI tomograph
at GSI [14]. Both experimental investigations have shown the
capability of this system for the detection of small range varia-
tions along the beam direction, with a submillimetric accuracy.

In this paper, we extend the previous analysis by reporting and
discussing the results obtained irradiating several plastic phan-
toms with 62 MeV protons. By means of two groups of exper-
iments, our proof-of-principle investigation aimed to evaluate
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the possibility of using information stored in the reconstructed
PET images to resolve structures and to distinguish materials of
different stoichiometry.

In the first group of experiments, we irradiated three PMMA
phantoms containing small air cavities located at different posi-
tions along the beam direction. With such kind of experiments,
we wanted to evaluate how target 3+ -activation dependency on
the proton energy can influence the accuracy in detecting and
extracting geometrical benchmarks from the activity gradients
in the reconstructed PET images. In fact, as the energy of the
projectiles diminishes, inelastic nuclear cross sections gradu-
ally decrease falling down to zero in the energy range of 15-20
MeV, thus making the extraction of reference points noise-sen-
sitive. The first run of measurements also aimed to the anal-
ysis of combined effect of statistical noise and of spatial resolu-
tion in extracting activity reference points along depth profiles,
throughout the FOV.

In the second group of experiments, by irradiating composite
phantoms with plastics characterized by different 10O and 2C
content, we tried to investigate PET prototype sensitivity in dis-
tinguishing materials of different chemical composition by back
mapping phantom geometry through the separation of the iso-
tope contributions to the total reconstructed activity.

The paper is organized as follows. Section II describes how
experiments were conducted. Section III presents and discusses
the results obtained and Section IV draws some conclusions.

II. MATERIALS AND METHODS

A. The PET Prototype

A detailed description of the prototype architecture, the
calibration procedures and the preliminary experimental results
from proton activation study on homogeneous phantoms can
be found in [12], [13]. We remind here that the PET prototype
is based on two stationary planar heads, consisting of two
opposing 4.5 x 4.5 x 1.8 cm? lutetium yttrium orthosilicate
(LYSO) scintillator matrices, 21 x 21 pixels (2 x 2 x 18 mm?
pixel dimensions). A squared position sensitive photomultiplier
(Hamamatsu H8500) with an external size of 5.2 x 5.2 x 1.5
cm? has been used for measuring the light output. For the posi-
tion encoding readout, we chose a charge division circuit based
on the Symmetric Charge Division (SCD) scheme, reducing the
64 anode signals of each photomultiplier to only 4 acquired per
head. The data acquisition is performed using a fast acquisition
board previously developed for the small animal PET/ SPECT
scanner YAP-(S)PET [15]. The four position signals from each
tube are digitized by a system composed of a peak detector plus
a peak sensing ADC. The digital data from both detector heads
are then transferred to a local PC server via USB connection.
In all our post-irradiation measurements at CATANA, the PC
server has been placed inside the treatment room, and the
acquisitions have been controlled from the beam-line control
room by means of a PC client via LAN connection.

Fig. 1 shows the tomographic prototype as positioned on the
CATANA beam line: the final brass collimator located upstream
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Fig. 1. The installation of the experimental setup at the CATANA beam line.
The brass nozzle is visible on the left, the plastic phantom is centered on the
beam line and the two detector heads are mounted at the phantom sides, at a
distance of 14 cm from each other. The mechanical holder has been built so as
to be able to position the detector heads with precision and reproducibility, both
in the calibration and in the validation measurements. The chosen coordinate
system has been superimposed on the picture.

of the phantom entrance is well recognizable while the two de-
tector heads are mounted at the phantom sides at a distance of
14 cm from each other.

B. The Experiments on Inhomogeneous Phantoms

Let z identify the beam direction, y the direction perpendic-
ular to the entrance surface of the two detector heads and x the
third axis of the coordinate system (see Fig. 1).

In the actual experimental set-up, the PET prototype allows a
spatial resolution of 1 mm along = and z at the center of the field
of view (FOV), but its limited angular acceptance prevents from
reaching the same resolution along the y-axis (currently of ~
7 mm) [12], [13]. This is the reason why in our experiments, we
did not consider phantoms with inhomogeneities smaller than
twice the FWHM,, resolution along the y-axis.

Three phantoms of PMMA (5 x 5 x 5 cm®) have been con-
structed, each one containing an air-filled cavity (3 cm thick
along the y-axis and 0.5 cm along the z-axis). Since we wanted
to study the effect of target activation dependency on the proton
energy in recovering the position of the air-filled cavity within
the FOV, the cavity was located inside the phantoms at different
positions along the beam direction, i.e., 5, 10 and 20 mm (see
configurations (a), (b) e (c) in Fig. 1).

To investigate the possibility of using information stored
in the reconstructed activity to back map phantom geometry
in presence of various density values and stoichiometry, two
phantoms (5 x 5 x 5 cm?®) were realized assembling differently
sized slabs of PMMA (C5HgO5) and PE (Polyethylene, CoHy),
whose compositions are listed in Table I. A first measurement
was done with PMMA and PE inserts (each one 0.5 cm thick
along the z-axis) set side by side and located between the
detector heads so that the beam direction was perpendicular to
the slabs (see Fig. 2(d)). In the second measurement, two other
blocks were stacked one over the other and symmetrized with
respect to the central yz plane (see Fig. 2(e)).

Phantom irradiation modalities were similar to those charac-
terizing the first experiments presented in [12], [13]. Pencil-like
proton beams of 62 MeV with an initial energy spread of about
300 keV, shaped by a brass collimator with an aperture diameter
of 25 mm, were delivered to the phantoms into the CATANA
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TABLE I
DENSITY AND MAIN COMPOSITION (FRACTION BY WEIGHT) OF THE
CONSTITUENTS OF THE SLAB PHANTOMS

Material | p (gem™3) | H(%) | C(%) | O(%)
PMMA 1.18 8.05 59.99 | 31.96
* PE 0.93 14.37 | 85.63 -
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Fig. 2. Phantom layouts. Pictures (a) (b) and (c) display the PMMA phan-
toms with the cavity at three different z-positions with respect to the entrance
phantom surface. The first one (a) at 5 mm depth, the second one (b) at 10 mm
and the last one (c) at 20 mm depth. In pictures (d) and (e) the two geomet-
rical configurations of PE/PMMA phantoms are shown (the light gray indicates
PMMA, while the darker one indicates PE). The proton beam impinges to the
phantom surfaces from left.

treatment room for eye tumors [16]. During irradiation, all phan-
toms were positioned at the center of the field of view with the
detector heads at a distance of 14 cm.

A parallel plate Markus ion chamber was chosen as reference
detector for preliminary absolute dose measurements, while rel-
ative measurements of depth dose curves and transverse dose
distributions for each proton beam were performed using a sil-
icon diode detector [17] (see Fig. 3).

During each irradiation, a total dose of 30 Gy was delivered
in 20-30 s. Data acquisition typically lasted over 20 min starting
at the end of irradiation so as to collect good statistics, i.e., up
to 105-10° true coincidences. In order to reduce the background
noise correlated to the presence of radioactive nuclei (17 Lu) in
LYSO scintillator, the lower threshold of the acceptance energy
window of the acquisition system was set to 350 keV [12], [13].
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Fig. 3. Experimental depth dose (left) and lateral dose distribution measured
with the silicon diode in the final 25 mm diameter circular brass collimator
(right).

C. The Reconstruction Algorithm

We chose an iterative 3D maximum-likelihood expectation
maximization algorithm (ML-EM) [18] to reconstruct the dis-
tributions of produced positron-emitters in our experiments.

In fact, this unconventional PET application involves count
rates which are about one order of magnitude lower than those
used in diagnostic nuclear imaging. In addition, the low-sta-
tistics activity volumes are also angularly undersampled, thus
making essential such a kind of reconstruction.

Here we remind that the 2+ coincidences, arising from the an-
nihilation of the emitted positrons, are accumulated as line-of-
response (LOR) data in the vector p € R with M = 21*
LORs, as both, planar detectors had 21 x 21 crystals. The acqui-
sition process is approximated by the linear equation A -u = p,
where A € RM:V is the system matrix and u € R is the vox-
elized image, describing the positron-emitter distribution with
N = 422 voxels of size (1.075 mm)? corresponding to a total
image volume of (45.15 mm)3.

The system matrix entries A,, ,, representing the probability
that an annihilation event occurring in voxel n is detected in
LOR m, are calculated offline using the multi-ray method ac-
cording to [19], which takes the geometry as well as the crystal
depth into account. Thus, with the calculated system matrix A
and the accumulated data p, the positron-emitter distribution u
is reconstructed iteratively by

1 M Pj
W= e ) Ay @
Z Amicm i=1 Z A].TL/U"{'CL_I + %
m=1 n=1 E

with the normalization factors ¢, that contain geometrical as
well as crystal efficiency correction factors. They are calculated
before the reconstruction according to [20], i.e., the LOR data
of an acquired planar source are divided by the data of a planar
source that is forward projected with the system model A. Fi-
nally, the factors A; include estimates of the random coinci-
dences and of the LYSO background activity. Instead of sub-
tracting them from the acquired data p before the reconstruc-
tion, they are added to the denominator of (1), e.g., see [21]. For
the phantom studies presented here, a small number of ML-EM
iterations (k = 3) was used to reconstruct the positron-emitter
distribution.
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D. Data Analysis

For all the experiments described in our study, data analysis
focused on the possibility of extracting phantom geometrical
information from the reconstructed PET images. Since 37 -ac-
tivation induced by proton beam irradiation depends both on
proton energy and target chemical composition, we tried to re-
solve simple air structures and to distinguish materials of dif-
ferent stoichiometry by means of the activity gradients along
the beam direction in the reconstructed images.

In the case of PMMA phantoms with the air cavities, such
gradients and their steepness dependence on the cavity position
along the beam line was firstly investigated in the central xz
plane. Then, the combined effect of statistical noise and blur-
ring due to the finite spatial resolution of the PET prototype
was quantified. To do this, several depth-activity profiles from
reconstructed 3D data sets at increasing distances from the cen-
tral beam axis were extracted. Because of the lack of activity
in the air cavity, geometric features for each profile were di-
rectly drawn out first by locating the activity minimum around
the cavity and then by finding the depths (both at the left and
right of the minimum) where the activity assumes the averaged
value between the minimum and the adjacent maximum values
in the PMMA layer.

In order to recover the phantom geometries also in the case
of PMMA/PE phantoms by means of the gradient analysis,
we tried to single out the relative amounts of isotopes pro-
duced during irradiations and to explore their contributions
to the shape of the reconstructed 3D activity distributions.
For this purpose, a time analysis on the measured data was
performed as already suggested in [10]. For each PET acqui-
sition, the acquired list-mode data were divided into s data
sets of lower statistics following the temporal order. We chose
s = 5 so that the number of counts in the i—th subset was
C; ~ 2x10* V1 < i < s. For each subset the distribu-
tion of positron annihilation points was reconstructed and for
each voxel of the FOV (identified by (z,y, z)) the data set
{ni(z,y,2)},_; , € R® was fitted by a linear combination
of exponential functions:

M

SN (@y2) - (e —etm) L@

i=1

Here ¢; and ;4 are the start and end times of ¢-th subset,
respectively. N]T“* (z,y,2) are the unknown initial (i.e., at
the start of acquisition) amounts of radionuclides of species
j of known mean lifetime 7;, that need to be obtained as
best fit parameters. From the knowledge of the initial fraction
NJT“" (z,y, z) of each isotope j we finally recovered the distri-
bution of isotopes, N. jT °t (1,y, z), produced during irradiation
through the relation:

Y T _ -
NjTIrr (a:,y7z) — N]T t (a:7y72) . TIiT . (1 —e Trrr/ J) ,

3)

where 17, is the irradiation duration.
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Fig. 4. Left: Reconstructed 2D activity distributions in the central 'z plane.
The air cavity (0.5 cm thick along the z-axis) is at three different positions with
respect to the entrance phantom surface (see Fig. 2(a)—(c)). Right: Activation
depth profiles through the air-filled cavity, averaged over £5 voxels around the
central beam.

On the basis of the chemical composition of our phantoms,
the only nuclear reaction channels leading to the production
of (3-radioisotopes are: 12¢(p, pn)* C, 160(p, 3p3n)*tC,
160 (p,pn)*?0 and 60(p, 2p2n)'3N. We neglected the last
one due to its minor contribution in cross section.

III. RESULTS AND DISCUSSION

Fig. 4 displays the two-dimensional activity distributions in
the central xz plane reconstructed from acquired data during
PET investigation on the PMMA phantoms, according to the
layouts shown in Fig. 2(a)-(c). Depth-activity profiles, on the
right side, represent the projection along the beam direction of
the activity averaged over =5 voxels around the central beam
axis (x = 0). The activity standard deviation (= 3%) has been
reported as vertical bar on the individual points of the activity
profiles.

Due to the lack of the activity in the air-filled cavity, 2D
images exhibit hight great contrasts and depth-activity profiles
show high peak-to-valley ratios, both for the leading and rising
edges next to front and back cavity surfaces. This is evident
even in the third geometrical configuration (see Fig. 2(c)) with
the cavity located just few millimeters before the Bragg peak:
a small amount of activity exceeding the background level is
sufficient to recover its position. This confirms that PET res-
olution for such application does not suffer by proton energy
dependency, i.e., does not depend on the location along the pen-
etration depth.

Our attempt to explore the influence of the combined effect
of statistical noise and of spatial blurring introduced by the pro-
totype on locating front and back cavity surfaces throughout the
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Fig. 5. Three averaged depth-activity profiles extracted from the same 3D data
set. The above system of units is based on arbitrary unit values; nevertheless,
profiles are not normalized, reflecting the intrinsic difference between them.
Lighter gray tones identify the more distant averaging regions (schematically
shown in the upper picture) from the central beam axis (black: 0 mm, dark gray:
5 mm and light gray: 10 mm).

FoV, showed how their contribution does not prevent the extrac-
tion of reliable benchmarks along the activity gradients also in
the more external regions.

An example is given in Fig. 5. It shows a typical comparison
of three depth-activity profiles (related to the geometry reported
in Fig. 2(b)) extracted from the same 3D reconstructed data set.
They represent the projections along the beam axis of the ac-
tivity averaged within three cylindrical coronas with inner radii
of 0 mm, 5 mm and 10 mm, respectively, and outer radii 2 mm
greater than the inner ones. The profiles show a great similarity
in the high-gradient regions, both in shape and steepness. How-
ever, moving from internal to external average domains, both a
decreasing of the mean activity and an increasing of the activity
standard deviation inside each corona are detectable.

Fig. 6 helps to explain both effects. Since the proton beam has
a finite diameter, when the average domain approaches the beam
boundary, the reconstructed mean activity becomes diluted and
the associated standard deviation rapidly increased. The latter
experiences also the effects of the anisotropic spatial resolution
of the PET prototype, which introduces a new source of error
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Fig. 6. Two-dimensional distributions of the generated positron emitters in the
central xz and yz planes inside the phantom (see Fig. 2(b)). There are evidences
of the different blurring effects affecting the two planar images, generated by the
anisotropic spatial resolution of the PET prototype.

along the polar angle by stretching the activity isosurfaces along
the y-axis, beyond the real beam boundary.

However, this issue was found not to be critical for bench-
mark extrapolation along the beam direction (like 50% fall-off
positions on the activity gradients) needed for cavity localiza-
tion, whilst it must not be neglected for accurate quantification
of the delivered dose. With reference to Fig. 5, for example, the
observed variations among the 50% positions extracted along
the activity gradients for each depth profile were typically less
than one millimeter.

The PET prototype has allowed geometrical information to
be inferred from the reconstructed images also in the case of
composite phantoms. Fig. 7 shows the PET images of the first
irradiated PE/PMMA phantom (see Fig. 2(d)). In the upper left
image, the two-dimensional positron emitter distribution in the
central xz plane shows a significant activity contrast between
the two materials. Analyzing the averaged depth-activity profile
(in the upper right image) two peaks, separated by ten voxels,
are detectable. A clearer information about phantom geometry
arises from the separation of isotope contributions within the
total activity. In particular, the extrapolation of the activity edges
from the spatial >0 distribution shows how PMMA alternates
with the PE slabs.

The same considerations can be extended also to the case of
the phantom with the PE and PMMA blocks arranged as shown
in Fig. 2(e). The corresponding PET images are reported in
Fig. 8. In the upper left image, the two-dimensional positron
emitter distribution in the central 2z plane shows an increased
activity in the PMMA region since the short-lived isotope *O
is detected additionally to **C, as indicated by the separation
of isotope contributions displayed in the lower images. Further-
more, analyzing the two averaged depth-activity profiles (in the
right upper image of Fig. 8) we also observe a difference in the
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proton practical range. This difference can be explained by the
difference in density between PE and PMMA.

IV. CONCLUSIONS AND FUTURE WORK

We presented the results obtained with an ad hoc dual head
PET prototype after irradiation of different phantoms with 62
MeV proton beams. Our study represents a proof-of principle
investigation into the possibility of using information stored in
the reconstructed PET images to resolve structures of different
stoichiometry within the irradiated volume.

By irradiating several PMMA phantoms, each one containing
an air-filled cavity at different positions along the z-axis, we ob-
served that strong activity gradients are present in the PET im-

IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 57, NO. 3, JUNE 2010

ages along the whole beam line, up to few millimeters before the
Bragg peak. They provide reliable benchmarks to obtain cavity
positioning, even in the most critical configuration, where nu-
clear cross sections fall down to zero rapidly. Exploring the in-
fluence of the combined effect of the statistical noise and of the
spatial resolution on locating the air filled cavity throughout the
FoV, we observed that their effect does not preclude the possi-
bility to extract reliable benchmarks along the beam line also in
the most external regions, where the effect of anisotropic PET
resolution is not negligible.

The experiments with inhomogeneous phantoms demon-
strated the sensitivity of the PET method in distinguishing
material of different chemical composition. By back mapping
phantom geometries through the separation of the isotope
contributions we observed how a data acquisition soon after the
end of irradiation allow structures of different stoichiometry to
be resolved at least qualitatively. Quantitative analysis are now
under investigation and will be reported in a separated paper.

In conclusion, these capabilities may reasonably prove to be
useful in the clinical practice as a tool to highlight anatomic
variations (for example, due to internal organ movements) or
discrepancies in patient positioning between two treatment ses-
sions with reference to the expected activity distribution based
on planning CT. However, the application of such potential mil-
limeter precision to real clinical cases requires a detailed knowl-
edge of the tissue stoichiometry and of the details of all reaction
channels leading to the production of positron emitters. Future
experiments in more realistic phantoms with a prototype with a
greater solid angle coverage are expected to improve and vali-
date the proposed application.
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