Physical and Clinical Comparison between a Screen-Film System and a Dual-Side Reading Mammography-Dedicated Computed Radiography System
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Background: Digital mammography systems, thanks to a physical performance better than conventional screen-film units, have the potential of reducing the dose to patients, without decreasing the diagnostic accuracy.

Purpose: To achieve a physical and clinical comparison between two systems: a screen-film plate and a dual-side computed radiography system (CRM; FUJIFILM FCR 5000 MA).

Material and Methods: A unique feature of the FCR 5000 MA system is that it has a clear support medium, allowing light emitted during the scanning process to be detected on the “back” of the storage phosphor plate, considerably improving the system’s efficiency. The system’s physical performance was tested by means of a quantitative analysis, with calculation of the modulation transfer function, detective quantum efficiency, and contrast-detail analysis; subsequently, the results were compared with those achieved using a screen-film system (SFM; Eastmann Kodak MinR-MinR 2000). A receiver operating characteristic (ROC) analysis was then performed on 120 paired clinical images obtained in a craniocaudal projection with the conventional SFM system under standard exposure conditions and also with the CRM system working with a dose reduced by 35% (average breast thickness: 4.3 cm; mean glandular dose: 1.45 mGy). CRM clinical images were interpreted both in hard copy and in soft copy.

Results: The ROC analysis revealed that the performances of the two systems (SFM and CRM with reduced dose) were similar (P>0.05): the diagnostic accuracy of the two systems, when valued in terms of the area underneath the ROC curve, was found to be 0.74 for the SFM, 0.78 for the CRM (hard copy), and 0.79 for the CRM (soft copy).

Conclusion: The outcome obtained from our experiments shows that the use of the dual-side CRM system is a very good alternative to the screen-film system.
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Mammography is the most widely used technique for the diagnosis of breast cancer. The use of digital mammography systems, as an alternative to the conventional screen-film technique, has become current practice (1–3). The main advantages of digital systems lie above all in the capability for individual optimization of the acquisition, recording, and display of images. Further, digital processing of images (picture archiving, communications systems, and teleconsulting systems) is allowed with digital systems. Since these systems are becoming widespread, it is particularly important to investigate their optimal working conditions, in order to maximize their performance in terms of doses administered and quality of diagnosis.

Digital systems are intrinsically more suitable for quantitative characterization than screen-film equivalents, and since their images have a numerical structure, they can be studied more effectively through the application of relatively simple, repeatable procedures. This has encouraged interest in comparative analysis studies.
aiming to assess the technologies available and optimize the phases of the image formation processes, in order to develop methods that maximize diagnostic content while reducing the radiation doses received by patients (4).

In this paper, we first present a comparison of a mammography-dedicated dual-side reading computed radiography (CRM) system with a conventional screen-film system (SFM), still the most widespread and gold-standard system in mammography practice. The initial comparison was done at about the same dose. After that, a further comparison between the same CRM images used in the previous case and CRM images acquired at a reduced dose was conducted.

Material and Methods

The physical performance levels of the SFM and CRM systems were assessed through quantitative analysis using physical characterization (A) and contrast-detail analysis (B). Subsequently, a receiver operating characteristic (ROC) analysis (C) was performed on a set of pairs of clinical images from a craniocaudal view, obtained first with conventional SFM under standard exposure conditions, and thereafter with a CRM with a dose reduced by 35%.

Two systems were considered, the first being the mammography-dedicated FCR 5000 MA Plus CRM unit (FUJIFILM Corporation, Tokyo, Japan). A unique feature of this system is that the storage phosphor (BaF(Br,I)Eu²⁺, pixel size: 50 µm) has a transparent support and a reading device that can detect emissions from both sides of the image plate to improve image quality (5). This system has been approved in the U.S. for full-field digital mammography application.

For physical characterization and phantom analysis, the postprocessing was done with FIX-MODE screen processing, with parameters S=139 (sensitivity) and L=2 (latitude). The response curve of the CRM system was determined by exposing the detector to a wide range of uniform X-ray exposures. Due to the logarithmic response of the system, all the image data used for the physical measurements were linearized by means of the fitted-response function. The digital images from the CRM unit were also printed by a FUJIFILM DPL laser printer (pixel size: 50 µm) and displayed on a dedicated monitor (EIZO FC-2090, 2048×1536 pixels, 8 bit, max. luminance 650 cd/m²; EIZO Nanao Corporation, Hakusan, Japan).

The second system considered was a MinR-MinR 2000 SFM system (Eastman Kodak Company, Rochester, N.Y., USA). The X-ray source used throughout the study was a “Sophie” mammography unit (Planned, Helsinki, Finland). A mammography-dedicated Kodak Mini-loader Day-Light attached to a MinR processor (120 s, 35.0°C) was used (Kodak Wratten; Eastman Kodak Company, Rochester, N.Y., USA). The clinical mammography unit and the CR receptor used underwent all regular quality assurance checks, according to the European Reference Organisation for Quality Assured Breast Screening and Diagnostic Services (EUREF) guidelines. In particular, measurements concerning the radiographic generation unit, the image receptor, the image quality, and the image presentation were performed with the procedures and the frequency suggested by the guidelines. The automatic exposure control (AEC) of the mammography unit was calibrated for the film-screen cassettes. The same setup was used for the CR system, except for changing the exposure time, when the “low dose” condition is needed.

During the clinical trial, 120 women were enrolled, as part of the conventional study, by means of a dual exposure of the same breast obtained in a craniocaudal view with the conventional SFM under standard exposure conditions and the CRM working with a 35% reduction in dose, as in the contrast-detail analysis. The pairs of images were acquired in sequence without removing the compression paddle. Each woman signed an informed consent form approved by the institutional review board, and the investigation was approved by the ethics committee of the hospital. Four experienced radiologists independently assigned a Breast Imaging Reporting and Data System (BI-RADS) category to the SFM and CRM images using the range R1–R5. The gold standard for cases classified as R4 and R5 was histological examination, while for the others mammographic biennial follow-up was used. The set of images used consisted of 34 images classified in the range R3–R5 by the radiologist panel, and 86 images classified as R1 or R2. Most of the images contained masses, microcalcifications, or architectural distortions. Specifically, 39 masses (27 without calcifications, four with calcifications, six lymph nodes, and two oil cysts), 62 calcifications (29 surgical, 19 spread, seven clusters, and seven vascular), and 46 architectural distortions (43 surgical and three radial scars) were considered.

Physical characterization

The image quality of the two systems, their spatial resolution, and their efficiency were evaluated by calculating the modulation transfer function (MTF) and detective quantum efficiency (DQE) (6–8), using the standard quality beam IEC RQA-M2 (9) (28 kV Mo-Mo, additional filtration: 2 mm, type 1199 Al).

Fils were digitized using a high-resolution digitizer (Epson Expression 1680-Pro; Seiko Epson Corporation, Nagano, Japan) with an optical resolution of 1600×3200 dpi. A full characterization of the scanner
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in terms of MTF and NPS was obtained, according to the procedure described (10). This characterization was used to correct results presented for the screen-film. The spatial resolution of the scanner was assessed using a test film pattern (Sine Patterns, Rochester, N.Y., USA). Noise characterization of the scanner was achieved using a set of optical gelatin filters (Kodak Wratten; Eastman Kodak Company, Rochester, N.Y., USA).

MTF quantifies image sharpness by measuring the signal transfer property as a function of spatial frequency. In this work, the presampling MTF was measured by using the slit technique. An oversampled line spread function (LSF) was obtained using a 10-µm tantalum slit. Exponential fitting of the oversampled LSF was performed, in order to reduce the effect of noise in the tails. The MTFs presented are the average of those obtained along the two orthogonal axes.

DQE describes how the signal-to-noise ratio is distributed across the system in relation to spatial frequency. DQE was measured at different exposures and was calculated using the following formula:

$$DQE(f) = \frac{\gamma^2 \cdot MTF^2(f) \cdot NNPS(f)}{q}$$

where NNPS is the normalized noise power spectrum, and $q$ is the photon fluence determined by the half-value layer (HVL). Because the image pixel values were converted to exposure prior to calculation of the MTF and NPS, the system gain, $\gamma$, was unity. The HVL thicknesses (mm Al) were estimated from logarithmic interpolation of the measured exposure values. From tabulated data, we calculated the photon fluence at the average X-ray energy considered, and the number of photons per unit of area at the measured exposure was then calculated. More details about the procedures for performing the physical characterization are described in RIVETTI et al. (8). In view of the complexity of the analogue image digitization procedure, the DQE of the conventional system was calculated for an exposure of about 100 µGy, corresponding to an optical density of reference of 1.2 for the screen-film systems (11).

Contrast-detail analysis
To assess the contrast-detail characteristic, we used the CDMAM 3.4 phantom developed in Nijmegen (Artinis Medical Systems B.V., Arnhem, The Netherlands). This phantom permits determination of threshold contrast (object thickness) as a function of object diameter. The results are plotted as a contrast-detail curve, presenting the observed threshold contrast for a defined X-ray exposure as a function of object size. CDMAM consists of a matrix containing two identical gold disks of known thickness and diameter. One disk is placed in the center and the second in a randomly chosen corner. The observer has to indicate the corner where the eccentric disk is located. The phantom covers a range of object sizes and thicknesses representing possible lesions in the breast. The object diameters range between 60 µm and 2 mm, whereas the thicknesses range between 0.03 and 2 µm of gold, resulting in a radiation contrast range of about 0.5–30% at standard mammography exposure conditions. Within a row, the disk thickness is constant with logarithmically varying diameter. The contrast-detail curve can be viewed as the “separation” limit between the two image conditions where details are visible or invisible.

SFM (standard dose) vs. CRM (standard dose). In this initial analysis, the phantom was exposed using both systems in accordance with the conditions specified by the manufacturer for analogue images, i.e., 28 kV (Mo-Mo), 40 mm of PMMA, anti-scatter grid, compression paddle off, and a dose calculated to ensure that the mean optical density of the analogue image would correspond to 1.2 plus fog (approximately 100 µGy at the detector). Even if this optical density value is lower than those recommended by some screening programs (e.g., the NHS Breast Screening Programme), other studies suggest that the optimum optical density can differ from that range and should be determined for each film-screen combination and processing condition (12).

These authors found that the optimum optical density was 1.25 for a film-screen similar to the one used in the present paper. Four images were produced for each condition, and the results obtained are the average of the curves obtained from the lightbox readings of four skilled readers, repeated twice at least 7 days apart.

CRM (standard dose) vs. CRM (low dose). This second analysis aimed to quantify the reduction in perceptibility noted when the digital analysis obtained in the previous phase was compared with an equivalent obtained with a dose 35% lower. Various recent studies (13–15) have demonstrated that, with digital mammography units, it is feasible to reduce the dose within the range 30–40% (and in some cases up to 50%), with respect to screen-film systems. First, we intended to test if a reduction within that range was practicable on phantoms. After that, in the next section, we assessed whether the same reduction could be achievable on clinical images, without affecting the diagnostic accuracy. Since this comparison was between two digital images, the reading was made on the computer screen, and, in order to assist the operator in evaluation of the CDMAM image and reduce the statistical error in the evaluation process, a graphical user interface (GUI; Fig. 1) developed for
this specific purpose was used (8). The software allows reading and recording of the linearized image phantom files generated, while an operator chooses the vertex where he assumes the additional target is supposed to be by clicking on one of four keys. The software is freely available at URL: www.df.unibo.it/medphys.

Four experienced operators compared the two CRM system exposure conditions (four images per condition), the first (105 μGy) corresponding to the optimal exposure of the phantom for a mammographic screen-film system (standard dose), and the second (70 μGy) corresponding to a dose reduced by 35% (“low dose”).

In the perceptibility “transition region,” each target evaluation was repeated 20 times by each observer, in order to reduce the intra- and interoperator statistical error, and to define the contrast-detail curve we used the computation methodology proposed by SURYANARAYANAN et al. (16). In this case, the CDMAM images were evaluated by fixing display parameters such as zoom, brightness, and contrast to predefined values.

**ROC analysis**

Each CRM clinical image was interpreted in both soft copy (SC) and hard copy (HC), and both sets of HC images were viewed on a dedicated lightbox with a luminance of 4000 cd/m2. To avoid the reading order effect, the SFM and CRM images were interpreted in random order (fewer than 40 different images each session).

The ROC analysis was logged using RocKit software developed by Charles E. Metz at the Department of Radiology of the University of Chicago (17); the area under the ROC curve (AUC) was calculated to compare the systems. The statistical difference between the curves obtained was calculated by means of an analysis-of-variance (ANOVA) test.

The postprocessing algorithm settings were fixed at the same value for all the ROC analyses, at the following values: GA: 1.4; GC: T; GT: 1.40; GS: -0.08; MRB: C; MRT: P; MRE: 0.8; MDB: E; MDT: F; MDE: 0.8. These parameters define the gradation processing (rotation amount, rotation center, gradation type, and density shift, respectively), the spatial frequency processing, and the dynamic range control.

**Results**

**Physical characterization**

Figs. 2A and B show the results obtained from calculation of the MTF and DQE, respectively. While returning a lower MTF, due to the spread of the stimulating laser within the phosphor layer throughout the
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contributed significantly to decreasing DQE values at low frequency.

Contrast-detail analysis

SFM (standard dose) vs. CRM (standard dose). This analysis (Fig. 3) revealed that, with the same exposure

Fig. 2. A, MTF: SFM and CRM systems (28 kV Mo-Mo). B, DQE: SFM and CRM systems (28 kV Mo-Mo).

frequency range, the digital system always had a higher DQE. The DQE of the CRM system was found to decrease with increasing exposure, due to an increased relative contribution of CR system noise. It is likely that the granular structure of the storage phosphor contributed to increased noise with increasing exposure at all frequencies and that large area nonuniformity contributed significantly to decreasing DQE values at low frequency.
conditions, the digital system always gave a better response for details larger than 150 µm in size. Conversely, the digital system gave a worse response for details smaller than 150 µm. These results agree very well with others published for comparing the same FUJIFILM CR system to similar screen-film combinations (18,19).

**CRM (standard dose) vs. CRM (low dose).** Fig. 4 shows the curves generated by the averages of the readings of four expert readers, who assessed the two sets of four images acquired with the two different detector exposures of 105 µGy (standard dose) and 70 µGy (low dose), respectively. As expected, the curve relating to the exposure of 70 µGy (lower performance) is higher, but there is no statistically significant difference (Mann-Whitney) compared to the curve for the standard dose.

**ROC analysis**

The distribution of the thicknesses of the compressed breasts for the investigated patients was basically Gaussian, with a mean of 4.3 cm and standard deviation of 1.2 cm. Fig. 5 illustrates the exposure conditions in terms of average glandular dose (AGD) (20, 21) for the SFM and the CRM systems, calculated by the X-ray source output. The average of the AGD distributions (SFM 2.22 mGy; CRM 1.44 mGy; Fig. 5A and B, respectively) reveals that the average dose used with the digital system was 35% lower than with the screen-film system.

The results of the ROC investigation of the two diagnostic systems are shown in Fig. 6, with a distinction between the hard-copy and soft-copy readings for the digital system.

The differences in the areas underneath the ROC curves (AUC) were not statistically significant (ANOVA, P > 0.05); in other words, when CRM was used with a 35% reduction in dose, the curves showed that the diagnostic performance of the two systems was substantially equivalent.

**Discussion**

In conventional systems, the response function that defines the degree of blackening of the film in relation to the incident radiation on the detector depends mainly on the development conditions and the characteristics of the screen-film complex. These features intrinsically determine the doses of radiation needed to obtain the highest possible diagnostic content in the image produced. On the other hand, in digital systems, the user is able to obtain images of different appearance, and thus of different diagnostic content, within a broad range of administered doses, compared to film. Digital techniques offer significant advantages in terms of management, especially the postprocessing, archiving, and transfer of images.
This work aimed to perform a clinical comparison between a CRM unit and a conventional SFM system, first with the same exposure conditions and then with reduced dose to the patient. To this end, it was necessary to deepen our knowledge of the detector’s intrinsic performance capabilities, and to obtain quantitative information concerning the optimal exposure condition.

The physical characterizations of the two systems were developed in terms of spatial resolution (MTF) and contrast resolution (DQE). Specifically, as in other studies (5,8), we found that the DQE of a CR system, other than being greater than the DQE of the conventional SFM system, has the property of returning decreasing values for increasing doses. Subsequently, the contrast-detail analyses were used for two main aims, firstly to verify that the perceptive performance of the CRM system (using the default postprocessing settings) is at least comparable to the SFM system in the same exposure condition, as also reported by other studies (22,23), and secondly to investigate the loss of perceptive performance linked to the reduction of the incident dose to the detector. It should be emphasized that, in the second contrast-detail analysis, the images produced with the digital system were interpreted without the aid of the display tools typical of this technology, i.e., zoom, brightness, and contrast, which tend to improve perceptive performance, especially for small-sized details (24). The idea behind keeping the window level fixed was to provide the same settings under all viewing conditions to all readers, without worrying too much about the absolute performance that can be gained. We did not focus our attention on obtaining the best absolute results in terms of visibility of details. Rather, we were more interested in the comparison between the contrast-detail results at the two dose levels considered.

In the clinical context, the ROC analysis showed that the areas under the ROC curves for CRM (both hard copy and soft copy) were found to be basically equivalent to the screen-film method in diagnostic terms (25). This confirms that an improved CR DQE, compared to the conventional system, could be used to reduce the dose administered, as reported in literature for other full-field digital mammography systems (15, 16, 26). Other authors (27, 28) have shown that the AEC can be calibrated for better use in CR systems. This optimization could further reduce the dose, by selecting harder X-ray spectra, with respect to the screen-film systems. It is worth noting that, in our case, with the CR system, we were able to obtain a comparable clinical image quality with a 35% dose reduction, without performing any specific optimization on the X-ray beam. Thus, in principle, a further reduction in dose could be achievable with the CR system if an appropriate calibration of the AEC is performed. Obviously, for a CRM system, matching with an AEC system is of great importance in clinical practice, and therefore such matching needs to be customized, according to the clinical situation.
achievable, offers the ideal situation for comparing both kinds of images.

A limitation of this study is that specific investigation could be required to establish whether the correlation between the phantom study and clinical evaluations continues to apply in breasts with a particular configuration. A comparative feature analysis study, using appropriately selected features, such as inhomogeneous background, could provide this specific information.

The results obtained reveal a reassuring compatibility between the phantom study and the ROC curves, therefore stressing the importance of preliminary studies for successful optimization of a digital system. In this work, all images were acquired on the same mammography unit. CR technology is fully compatible with conventional Bucky tables and allows the acquisition of almost identical images, since even the compression can remain fixed. This condition, not always achievable, offers the ideal situation for comparing both kinds of images.

A limitation of this study is that specific investigation could be required to establish whether the correlation between the phantom study and clinical evaluations continues to apply in breasts with a particular configuration. A comparative feature analysis study, using appropriately selected features, such as inhomogeneous background, could provide this specific information.

Fig. 5. A, Average glandular dose distribution vs. breast thickness, for the SFM system. B, Average glandular dose distribution vs. breast thickness, for the CRM system.
Another limitation of the presented study is that the number of patients enrolled was not very high. An investigation with more patients could help to improve the statistical significance of the diagnostic performance.

In conclusion, the comparison achieved in this work suggests that the use of the dual-side CRM system is a very good alternative to the screen-film system. In fact, the CRM is able to provide a diagnostic performance equivalent to SFM, with a 35% reduction in dose to patients.
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